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On the spectrum of the net Laplacian matrix of a signed graph
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ZORAN STANIC

Abstract
Given a signed graph G, let Ag and Dg be its standard adjacency matrix and the
diagonal matrix of vertex net-degrees, respectively. The net Laplacian matrix of G is
defined to be Ny = Dg — Ag. In this paper we give some spectral properties of N.
We also point out some advantages and some disadvantages of using the net Laplacian
matrix instead of the standard Laplacian matrix in study of signed graphs.
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1 Introduction

A signed graph G is a pair (G,0), where G = (V, E) is an (‘unsigned’) graph, called the
underlying graph, and o: E — {—1,+1} is the sign function. The edge set of a signed
graph is composed of subsets of positive and negative edges. Throughout the paper we
interpret a graph as a signed graph with all the edges being positive. We denote the
number of vertices of a signed graph by n.

The degree d, of a vertex u of G is the number of its neighbours. The positive degree d;}
is the number of positive neighbours of u (i.e., those adjacent to u by a positive edge).
In the similar way, we define the negative degree d,,. The net-degree of u is defined to be
df =df —d.

The adjacency matrix Ay of G is obtained from the standard adjacency matrix of its
underlying graph by reversing the sign of all 1s that correspond to negative edges. The
Laplacian matrix is defined to be L = D; — A, where D, is the diagonal matrix of
vertex degrees.

We define the net Laplacian matriz by Ng = Dg — A, where DGjF is the diagonal matrix
of vertex net-degrees. (The name is suggested by Zaslavsky in private communication.)
The adjacency matrix and the Laplacian matrix have received a great deal of attention in
the theory of spectra of signed graphs. On the contrary, the net Laplacian appears very
sporadically (under different names or without a name), but for example the authors of [2]
pointed out its significance in study of controllability of undirected signed graphs. The
purpose of this paper is to give more details on spectra of N.

We denote the eigenvalues of N = (n; ;) by v1, v, ..., vy; of course, we include possible
repetitions. We also assume that v, is the largest eigenvalue and do not assume any ordering
of the remaining ones. To ease language, we abbreviate the spectrum, the eigenvalues and
the eigenvectors of N as the spectrum, the eigenvalues and the eigenvectors of G.

Our results are a mixture of extensions of results concerning the Laplacian of graphs
and the results describing the spectrum of the net Laplacian of specified signed graphs. In
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Section 2 we give some additional terminology and notation. Spectral properties of N
are considered in Section 3. In particular, we consider the behaviour of r; under certain
edge perturbations, derive some upper bounds for 1; and compute spectra of joins of signed
graphs. In Section 4 we compute the net Laplacian, its eigenvalues and associated eigen-
vectors of some standard products of signed graphs. Finally, in Section 5 we give a detailed
analysis of our results and emphasize some advantages of N with respect to L, and vice
versa.

2 Preparatory

We use 0 and j to denote the all-0 and the all-1 vector, respectively. The length may be
given in the subscript. We say that a signed graph is regular if its underlying graph is
regular. A signed graph is said to be net-regular if the net-degree is a constant on the
vertex set.

The negation —Gof a signed graph G is obtained by reversing the sign of every edge
of G. For signed graphs G and G, the positive join (resp. negative join) G1V1tGs (resp.
G1V~(Gy) is the signed graph obtained by adding all possible positive (resp. negative) edges
between vertices of Gl and vertices of Gg.

In the forthcoming Theorems 1 and 2, we deal with signed multigraphs, so those with
multiple edges allowed. It is noteworthy to say that if G is such a multigraph, then the
(u,v)-entry (for u # v) of N, denotes the difference between the number of positive and
the number of negative edges between u and v.

If (x1,22,...,2,)7 is an eigenvector associated with an eigenvalue v (of N ), then the
etgenvalue equation related to v at vertex u reads

(df —v)z, = Z o (uv) . (2.1)

weB(G)

Conversely, if (2.1) holds for some non-zero vector x, real number v and all the vertices
of G, then v is an eigenvalue of G and x is an associated eigenvector.

To avoid possible confusion, we remark that a positive edge in N (G being a simple
signed graph) is interpreted by —1, while a negative one is interpreted by 1. Accordingly,
the diagonal entry is equal to the difference between the number of —1s and the number of
1s in the remainder of the corresponding row.

3 Spectral properties

We start with an extension of a result of Merris known as the edge principle [3].

Theorem 1. Let v be an eigenvalue associated with an eigenvector x = (x1,xa,...,T,)T
of a signed multigraph G. If, for some wvertices u and v, we have x, = x,, then v is
an eigenvalue associated with the same eigenvector of a signed multigraph G’ obtained by
adding or removing (either a positive or a negative) edge between u and v.

Proof. Using the eigenvalue equation for v in G, we get (df — v)z, = > wien(c) o (ui)zi;
so, the summation goes over all edges incident with u in a signed multigraph. By adding a
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positive (resp. negative) edge between u and v, we get (dX+1—v)x, = e COE
(resp. (df —1—v)x, = —x, + > uicn(c) o (ui)z;), which is the eigenvalue equation for u

in G’. The eigenvalue equation for v in G’ is obtained by interchanging the roles of u and v.
Eigenvalue equations for the remaining vertices of G’ are unchanged, so v is the eigenvalue
of ¢ and x is an associated eigenvector.

The case in which we remove an edge (if any) between w and v is proved in essentially
the same way. 0

We continue by considering the behaviour of the largest eigenvalue under certain edge
perturbations.

Theorem 2. Let G be obtained from a signed multigraph G either by
(i) reversing the sign of a negative edge,
(i) adding a positive edge or

(iii) removing a negative edge,

then 1y (G) <un (G’), with equality if and only if for all the eigenvectors associated with vy (G)
the coordinates which correspond to the endpoints of the edge in question are equal.

Proof. Denote the corresponding vertices by v and v and let x = (21,22, ...,7,)T be a unit
eigenvector associated with v4(G). We have

Vl(G) = XTNG.X = Z LT 55,

1<i,j<n
which, for (i), can be written as
1 (G) = zid?j + x%dvi + 2z, 1y + mei,jxj,
where we simply extracted the three terms from the initial sum. Since

22 + 22 — 2w, >0, (3.1)

we have

Vl(G)

IN

22dE 4+ 22dF 4 2z, + Z xin; 5o + 2(x? + 22 — 2xy1,)
= 22(dF +2) 4+ 2%(dF +2) — 2z42, + mei,jxj

/ l ~/
= E zn; ;r; < max E yin; ;y; = vi(G'),
— yeR™ [lyll=1 =
1<é,j<n 1<i,j<n

where (n; ;) is the net Laplacian matrix of G’ and, of course, the last equality follows by
the Rayleigh principle.

The remaining two cases are proved in a very similar way; both proofs are based on the
inequality (3.1), as well.
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If 11(G) = v1(G'), then we have equality in (3.1), which gives x, = z,. Conversely,
T, = x, yields v (G) = v1(G") by Theorem 1. (Observe that case (i) of this theorem is also
covered by the edge principle, as it can be realized in two steps: by removing a negative
edge and adding a positive one to the same place). 0

Here is a simple lemma.
Lemma 1. For every signed graph G:
(1) Ney=—N_g;
(ii) 0 is an eigenvalue and j is an associated eigenvector;

(iii) If G is net-reqular with net-degree r, then v;(G) = r — X\(Q), for 1 < i < n, where
A1, A2, ..., Ay are the eigenvalues of the adjacency matriz Az ;

() v1(G) < ui(Q), where p1(G) is the largest eigenvalue of the Laplacian matriz of G;
(v) v1(G) < 1v1(Q), where G is the underlying graph of G;
(vi) 11(G) < 2maxi<i<, dyf ;

(vii) If G is decomposed into k edge-disjoint subgraphs G, Ga, . .., Gy, then we have 1/1(@) <
Y (G-
Proof. (i), (ii) and (iii) follow directly by definition of N.

(iv): If (x1,29,...,2,)T is a unit eigenvector associated with v, then
N T = 2 2d-
Tili,jTj = Tili jrj — zz i
1<i,j<n 1<i,j<n

where ({; ;) is the Laplacian matrix of G. Thus, v, = Zlgingn Ting ;T < Zlgz‘,jgn xil; jaj,
and the result follows by the Rayleigh principle.

(v): This follows by Theorem 2(i), as G is obtained by reversing the sign of every
negative edge.

(vi): By the Gerdgorin circle theorem, we have v1(G) < max;<;j<n(d +d;), which gives
the result.

(vii): Since Ny = Zle N, we have

k

v1(G)= max XT(ZN@)X xeRg,lﬂiu 1z:xTN X

R =1
xR, ||x]| —

k

< E max X" Ng x5 = E v1(G;
7 xi€R", [|x:][=1 i —
1=

and we are done. O
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By (i), all results concerning the largest eigenvalue of G can be reformulated for the
least eigenvalue of —G. Note that for (iii), 7 is an eigenvalue of A afforded by j, which
gives 0 in the spectrum of N.

We proceed by another transfer from [3].

Theorem 3. Let Gy and G5 be signed graphs with net Laplacian eigenvalues vy (Gl), Vo (G’l),
U (G1) = 0 and v1(G2),12(Ga), ..., Vn,(Ga) = 0, respectively, and let x be a fired
element of {+,—}. The eigenvalues of G1V*Gy are *(n1 + na), z/l(Gl) * Mo, VQ(G]_) %
N2y ...y Vny—1(G1) % na, 1/1(G_2) 0y, Va(G2) %Ny, ..., Vny—1(G2) *ny and 0.

If x is an eigenvector of G orthogonal to j and associated with an eigenvalue v, then its
extension defined to be zero on each vertex of G is an eigenvector of G1V*Gy associated
with v % na, and similarly for the eigenvectors of G1V*Gs that arise from those of Go. The
eigenvalue *(ny + n2) is associated with the eigenvector whose value is —ny on each vertex
of Gl and ny on each verter of Gg.

Proof. Clearly, 0 is afforded by j. For y = (x7,07)T, where x is an eigenvector described in
the theorem, we have

Ny xngl)x
Neyvea,y = (( S ) >=(V*n2)3’-

Similarly, for y = (—ng, —ne,..., —n2,ni,n1,...,n1)7, we have
ni na
Ny = (@, #maD)(—naf) (i)
Ve (Ng, *n1l)(nijny) * n2(nijn, )

= * (n1 + na) (nz.]m) = x(n1 + na)y,

N1Jng

since N¢ jn, = 0, for i € {1,2}. O

Under the notation of Theorem 3, the multiplicity of 0 in the spectrum of G1 VTG, is
equal to the multiplicity of —ns in the spectrum of G; plus the multiplicity of —n; in the
spectrum of Gg plus 1. The multiplicity of ny + ng is equal to the multiplicity of ny in the
spectrum of G plus the multiplicity of ns in the spectrum of G5 plus 1. Analogously for
G1V~Ga.

Here are more consequences.

Corollary 1. For a signed graph G with n vertices, we have 1/1(@) < n, with equality if
and only if G is a positive join of two signed graphs.

Proof. We exploit the well-known result of Kel’ mans stating that v1(G) < n (G being the
underlying graph), with equality if and only if G is a (positive) join of two graphs, see [3, 4]
or [5, p. 155]. The inequality follows by Lemma 1(v). If G is a positive join, then equality
holds by Theorem 3. Conversely, if equality holds for some G which is not a positive join,
then again by Lemma 1(v), we deduce that v4(G) > n, which contradicts the mentioned
result. 0
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Consequently, if G is a positive join, then 14 (G) = 11(G). At the first glance, this
equality might be surprising since G is obtained by a successive application of Theorem 2(i),
but the explanation lies in Theorem 3 which gives an eigenvector associated with v (G).

We proceed by the following lemma.

Lemma 2. Let a signed graph G contain a set of vertices U, such that all of them are either
(1) mutually non-adjacent, (2) adjacent by a positive edge or (3) adjacent by a negative edge,
and let they share the same set of positive neighbours and the same set of negative neighbours
outside U. Then, there exists an eigenvalue v with multiplicity at least |U| — 1, such that
for (1) v =d*, for (2) v=d* +1 and for (iii) v = d* — 1, where d* denotes the common
net-degree of vertices of U.

Moreover, every eigenvector associated with some of the remaining eigenvalues is con-
stant on U.

Proof. Clearly, we may assume that |U| > 2, since otherwise there is nothing to prove.
Observe that a vector with exactly two non-zero coordinates — one equal to 1, the other
equal to —1 — that correspond to any pair of vertices of U is an eigenvector associated
with v. Since the dimension of the corresponding eigenspace is |U| — 1, the first part of the
proof is completed.

Further, if x is associated with some of the remaining eigenvalues, then since x is
orthogonal to all of the previously mentioned eigenvectors associated with v, we get that it
must be constant on U. 0

Here is a particular case, where we can say more.

Corollary 2. Under the notation of Lemma 2, if the vertices of U are of type (2) (resp.
type (3)) and G is a positive (resp. negative) join of the signed graph induced by U and
another signed graph, then v = d* +1 (resp. v = d* —1) and its multiplicity is at least |U]|.

Moreover, every eigenvector associated with some of the remaining non-zero eigenvalues
is zero on U.

Proof. By Theorem 3, apart from the eigenvectors described in the proof of Lemma 2, the
vector whose value is —n — |U| on each vertex of U and |U| on each vertex outside U is also
associated with v. In addition, this eigenvector is orthogonal to the mentioned ones, and
the multiplicity of v follows. Again, by Theorem 3, every non-zero eigenvalue is afforded
by an eigenvector which is zero on U. 0

4 Spectra of some standard products

In this section, let Gy be a signed graph with the vertex set {u1,ug, ..., un, }, eigenvalues
Vl(Gl),ug(G’l), ...7V7,1(G1) and associated eigenvectors xi,Xz,...,Xn,, and let Gy be a
signed graph with the vertex set {v1,va,...,v,,}, eigenvalues Vl(GQ), VQ(GQ), cee Vn2(G2)
and associated eigenvectors y1,¥2,...,Yn,- We consider the Cartesian product G10Gs,
the tensor product G x Go and the strong product G X Gs.

The set of vertices of any of them is identified as the Cartesian product of the sets of
vertices of Gy and G. In Gy 0 G, the vertices (u;, v;) and (uy, v;) are adjacent if and only
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if u; = uy and v; ~ vy or u; ~ u and v; = v;. The sign of an edge coincides with the sign
of the edge it arises from. In Gy x GQ, the vertices (u;,v;) and (ug,v;) are adjacent if and
only if u; ~ uy and v; ~ v;. The sign of an edge is the product of signs of the corresponding
edges of G1 and Go. In G; K Gy, the vertices (u;,v;) and (ug,v;) are adjacent if and only if
they are adjacent in any of the previous two products and the sign of an edge is determined
as in the previous particular cases.

Lemma 3. If Gy and G are above described signed graphs, then
(i) Ngog, = Neg, ® In, + In, @ N,
(ii) Ny we, = D @ Ne, + Neg, ® D — Neg, @ Nes,
(i) Neywe, = Newoa, T Neyxés
where @ denotes the standard Kronecker product and Dg is the diagonal matriz of vertex
net-degrees of Gy, fori € {1,2}.

Proof. (i): The result follows since N g, can be considered as the ny x ny block matrix
with blocks of size no X ns, such that the 1th dlagonal block is di . N¢, and, for1<i#j<m
the (4, j)-block is the product of the (7, j)-entry of N and In2

(ii): The left-hand side of the identity under con81derat10n is equal to Di ® Di —
A, ® Ag,, which follows by considering the same blocking as before. On the other hand
by computmg the rlght hand side, we get Di ®@ Ng, + N¢g, ® Di — Ng, ® Ng, Dgl ®
(DE, —Ac,) + (DG, —Aa,) @D, —(Dg — AGI) (Da A L) = Di ®Di —Ag ®Ag,
and we are done.

(iii): This follows by definition of the strong product. 0

We compute the eigenvalues.
Theorem 4. If Gy and Gy are above described signed graphs, then
(i) the eigenvalues of Ny n¢, are vi(Gh) +vj(Ga), 1 <i<ny, 1 <j<ny;

(i) if G1 and Gy are net-reqular with net-degrees r and s, respectively, then the eigenvalues
of N¢i, e, are rvj(Ga) + svi(Gh) — vi(G1)vj(Ga), 1 <i<ny, 1 <j<ng;

(i) if G1 and G5 are net-reqular with net-degrees v and s, respectively, then the eigenvalues
of Nejy s, are (r+1)v;(Ga) + (s + Dri(Gr) —vi(G1)v;(Ge), 1 < i <mny, 1 < j < na.

In all cases, the corresponding eigenvectors are X; ®yj, 1 <i <nq, 1 < j < no.

Proof. The result follows since the eigenvalues of A ® B are all the possible products of
an eigenvalue of A and an eigenvalue of B, and the corresponding eigenvectors are the
Kronecker products of the eigenvectors of A and B. For (ii) and (iii) we also use the
net-regularity argument. 0
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5 Comments

By giving a detailed analysis of the foregoing results, we emphasize some advantages of
using the net Laplacian instead of the standard Laplacian in study of signed graphs. They
are mostly based on fact that some results concerning the Laplacian of (‘unsigned’) graphs
can be transferred to the net Laplacian, but cannot be transferred to the Laplacian of signed
graphs. Needless to add, if some result holds for the net Laplacian, then it also holds in
particular case of the Laplacian of graphs.

+ Theorem 2 is an extension of a well-known result for the Laplacian of graphs (expressed
in part (ii)). It does not hold for the Laplacian of signed graphs in its parts (i) and (iii).

+ The statement (i) of Lemma 1 does not hold for L, (i) holds if and only if G is
balanced (see [1] for details), (iii) holds if and only if G is regular, so for a narrowed

class, (v) and (vi) do not hold for i (G) (which follows easily) and (vii) holds for L,
as well.

+ Theorem 3 is an extension of a result for the Laplacian of graphs [3]. Tt does not hold
for the Laplacian of signed graphs, and the same applies for Corollary 1. Counterex-
amples can be constructed by hand. It is worth mentioning that there is no similar
result for the adjacency matrix of (signed) graphs, either. This gives a credit to the
Laplacian of graphs and the net Laplacian (of signed graphs) in study of spectra of
joins.

+ Lemma 2 can be formulated in a similar form for the Laplacian of signed graphs, but
the subsequent Corollary 2 cannot since it relies on Theorem 3.

+ Lemma 3 holds for the Laplacian of signed graphs, as well. We did not find this result
in literature, but in fact it is an easy exercise. The same holds for (i) of Theorem 4,
but (ii) and (iii) hold if and only if G; and G are regular.

Of course, there are some disadvantages. We point out just the three general ones.

— Contrary to L, the matrix N, in general, is not positive semidefinite, so it may
have positive and negative eigenvalues. Positive definiteness of the former matrix is
frequently exploited in literature.

— If R is the vertex-edge incidence matrix of G, then L = RRT. The ‘signed’ coun-
terpart to Rg is the vertex-edge incidence matrix formed on the basis of so-called
vertex-edge bi-orientation 7, and it is usually denoted by B,. In this case we have
Ly = B,BJ. The details can be found in [6]. There is a number of results and
concepts that rely on the identity Lg = RRT, and many of them can be transferred
to L with B, in the role of R. Unfortunately, according to our knowledge, there is
no something similar for N.

— If U is a subset of the vertex set of G, then by GV we denote the signed graph ob-
tained by reversing the sign of every edge with exactly one end in U. We say that GY
is switching equivalent to G. Switching equivalence is one of the fundamental con-
cepts in the theory of signed graphs. It is easy to conclude that switching equivalent
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signed graphs share the same spectrum of the adjacency matrix and that of the Lapla-
cian matrix. Unfortunately, this fails to hold in the case of the spectrum of the net
Laplacian matrix.
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