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0 Introduction

For a graph G = (V (G), E(G)), let M(G) be a corresponding real or complex square matrix

defined in a prescribed way. The M -spectrum of G is the multiset SpM (G) of the eigenvalues

of M(G). We believe that the reader is familiar with the three standard matrices associated

with graphs: the adjacency matrix A(G) = (aij)n×n (with aij = 1 if vivj ∈ E(G) and aij =

0, otherwise), the Laplacian matrix L(G) = D(G) − A(G) and the signless Laplacian matrix

Q(G) = D(G) +A(G), where D(G) is the diagonal matrix of vertex degrees.

Different graph matrices play different roles in solving problems from other disciplines.

For example, Kirchhoff[22] used the L-matrix to establish the Matrix-Tree Theorem in Electric

Networks. Recently, Huang[18] resolved the Sensitivity Conjecture from Computer Science by

means of the A-matrix of signed graphs. Jiang et al.[21] employed the second largest eigenvalue

of the A-matrix to investigate the equiangular line systems. So far, several new graph matrices

have been successively introduced. Nikiforov[31] adopted a unified approach to A-matrix and Q-

matrix of G by introducing the Aa-matrix as Aα(G) = αD(G) + (1−α)A(G), for a real number

α ∈ [0, 1]. Clearly, A0(G) = A(G) and A1/2(G) =
1
2Q(G). Meanwhile, another series of graph

matrices are based on the well-known distance matrix including distance Laplacian and distance

signless Laplacian matrices, see [10, 20] for more details. For further generalizations one may
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consult [9] (generalized adjacency matrix) and [16] (universal adjacency matrix). Apart from

that, more graph matrices will be introduced in the next sections.

In this paper, we focus on the rank of graphs. Traditionally, the M -rank of G, denoted

by rankM (G), is the rank of the matrix M(G). In broad literature one can find that A-rank is

putted in the first plan, and usually “the rank of a graph” refers to the rank of its adjacency

matrix. Similarly, the nullity η(G) of a graph G is the nullity of its adjacency matrix, i.e., the

multiplicity of the zero eigenvalue of A(G). Clearly, η(G) = |V (G)| − rankA(G) which indicates

that the A-rank and η(G) are essentially equivalent parameters.

There are several motivations for the study of the rank or the nullity of a graph. For example,

by [2, 7], a conjugated hydrocarbon can be represented by its molecular graph G. In the Hückel

theory, graphs under consideration are connected and planar with maximum vertex degree 3 (see

[38, p. 89]). In this setting, the eigenvectors of A(G) coincide with the Hückel molecular orbitals,

and the eigenvalues of A(G) are the energies corresponding to the Hückel molecular orbitals. The

number of non-bonding molecular orbitals (NBMOs) is exactly η(G). If η(G) > 0 or equivalently

rankA(G) < |V (G)|, then the molecule corresponding to G has NBMOs in the Hückel spectrum,

and such molecule should have open-shell ground states and be very reactive.

In addition, if rankA(G) < |V (G)|, then G is said to be singular (or non-invertible); other-

wise, G is nonsingular (or invertible). In 1957, Collatz and Sinogowitz[4] proposed the problem

of determining all singular graphs. Obviously, this problem cannot be solved once and for all,

and only particular results are known, some of which are reported in [13, 15, 44]. In the other

direction, when G is nonsingular, the problem of characterizing the inverse of G was also moti-

vated by the research in the chemical domain (cf. [14]), and it originated from Godsil’s study on

the least positive eigenvalue of A(G) (cf. [12]). However, we do not define the inverse of a graph,

since there are various definitions, see [12, 29, 36, 42–43].

Throughout the paper we write J , O and 0 to denote the all-1 matrix, the all-0 matrix, and

the all-0 vector, respectively. The size of the matrix may be given in the subscript. As usual,

let Pn, Cn, Kn and Kn1,n2,··· ,nk
be respectively the path, the cycle, the complete graph and the

complete k-partite graph. For the graphs G and H , we write kG for the disjoint union of k copies

of G, G ∪H for the disjoint union of G and H , and G ∨H for the join of these graphs, i.e., the

graph obtained by inserting an edge between every vertex of G and every vertex of H . For the

remaining terminology and undefined notions, we refer the reader to [6, 8].

The paper is organized as follows. In Section 1 we give a survey of known results treating

graphs (or their generalizations) having a comparatively small M -rank, including the A-rank

of graphs in Subsection 1.1, the H-rank and S-rank of mixed graphs in Subsection 1.2 and the

A-rank of complex unit gain graphs in Subsection 1.3. Our main contribution is reported in

Section 2 where we completely determine all graphs with rankAα
(G) = 2. As a corollary, the

graphs with rankQ(G) = 2 are also obtained.

1 A Brief Survey of Known Results

In this section, we review the results on the rank of matrices associated with ordinary graphs,

oriented graphs, mixed graphs and complex unit gain graphs. Each of these matrices has rank 0



No. 3 Li S., et al.: On Graphs with Small Ranks: Old and New Results 387

if and only if the corresponding graph is empty (i.e., has no edges).

1.1 A-rank of Graphs

Obviously, the A-rank of every non-empty graph is at least 2. In 1985, Constantine[5]

determined the graphs with A-rank 2. Further results consider graphs whose A-rank is larger

but close to 2.

Theorem 1.1[5] We have rankA(G) = 2 if and only if G is a complete bipartite graph

with possible isolated vertices.

In 1999, Sciriha[34] determined the graphs with A-rank 3.

Theorem 1.2[34] We have rankA(G) = 3 if and only if G is a complete tripartite graph

with possible isolated vertices.

To arrive at graphs with A-rank 4, we need some definitions. Let G be graph with vertex

set V = {v1, v2, · · · , vn}, and let m = (m1,m2, · · · ,mn) be a vector of positive integers. Denote

by G•m the graph obtained from G by replacing each vertex vi of G with an independent set of

mi vertices v1i , v
2
i , · · · , vmi

i and joining vsi with vtj if and only if vi and vj are adjacent in G. The

resulting graph G•m is said to be obtained from G and m by a vertex-multiplication. For graphs

G1, G2, · · · , Gk, we denote by M(G1, G2, · · · , Gk) the class of all graphs that can be obtained

from one of the graphs in {G1, G2, · · · , Gk} by a vertex-multiplication.

Graphs with A-rank 4, have been considered in [11, 13, 17, 23, 37], and fully characterized

by Chang et al.[1] and independently by Cheng and Liu[3].

H1 : rank = 4 H2 : rank = 4 H3 : rank = 4 P4 : rank = 4

H4 : rank = 4 H5 : rank = 4 K4 : rank = 4 P5 : rank = 4

Figure 1 “Generators” of connected graphs with rank 4

Theorem 1.3[1, 3] For a connected graph G, rankA(G) = 4 holds if and only if G ∈
M(H1, H2, H3, H4, H5, P4, P5,K4), where the graphs H1–H5 are illustrated in Fig. 1.

Finally, graphs with A-rank 5 are considered in [13, 23, 25], and completely characterized

by Chang et al.[2].

Theorem 1.4[2] For a connected graph G, rankA(G) = 5 holds if and only if G ∈
M(G1, G2, · · · , G24), where the graphs G1–G24 are illustrated in Fig. 2.
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G1 G2 G3 G4 G5

G6 G7 G8 G9 G10 G11

G12 G13 G14 G15 G16 G17

G18 G19 G20 G21 G22 G23 G24

Figure 2 “Generators” of connected graphs with rank 5

1.2 H-rank of Mixed Graphs

A mixed graph M is obtained from the underlying graph G by orienting a subset of its edges.

The vertex-set V (M) is the vertex-set of G, while the set of M is composed of the set E0(M)

of undirected edges (or digons) and the set E1(M) of directed edges or arcs. The Hermitian

adjacency matrix of a mixed graph M of order n is the n × n matrix H(M) = (hij), where

hij = −hji = i (i =
√
−1) if there exists an arc orientated from i to j, hij = hji = 1 if there

exists a digon (an edge between i and j), and hkl = 0 otherwise.

The converse of a mixed graph M is the mixed graph M⊺ with the same vertex set, the

same set of undirected edges and the arc-set E1(M
⊺) = {ij | ji ∈ E1(M)}.

Suppose that the vertex-set of M is partitioned in four (possibly empty) sets, V (M) =

V1 ∪ V−1 ∪ Vi ∪ V−i. An edge ij ∈ E(M) is said to be of type (a, b) for a, b ∈ {±1,±i} if i ∈ Va

and j ∈ Vb. A four-way switching with respect to the given partition is the operation that

transforms M into the mixed graph M ′ in the following way:

(a) reversing the direction of all arcs of types (1,−1), (−1, 1), (i,−i), (−i, i);

(b) replacing each digon of type (1, i) with a single arc directed from V1 to Vi and replacing

each digon of type (−1,−i) with a single arc directed from V−1 to V−i;

(c) replacing each digon of type (1,−i) with a single arc directed from V−i to V1;

(d) replacing each non-digon of type (1,−i), (−1, i), (i, 1) or (−i,−1) with a digon.

It is easy to see that the lower bound for the H-rank of non-empty mixed graphs is 2. In 2016,

the structure of a mixed graph M with H-rank 2 was completely characterized by Mohar[30].

We say that mixed graphs M and M ′ are switching equivalent if one can be obtained from the

other by a sequence of four-way switching and taking the converse. Accordingly, let a ≤ b ≤ c be

positive integers. Denote by ~K3(a, b, c) the complete tripartite graph with parts A,B,C, where

|A| = a, |B| = b and |C| = c, and with all arcs from A to B, all arcs from B to C, and all arcs

from C to A.

Theorem 1.5 [30,Theorem 5.8] Let M be a mixed graph of order n whose H-rank is equal
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to 2 and let ρ be its positive eigenvalue. Then M is switching equivalent either to Ka,b ∪ tK1 or

to ~K3(a, b, c) ∪ tK1, where t ≥ 0. In the former case we have

n = a+ b+ t and ρ2 = ab, (1.1)

and in the latter case we have

n = a+ b+ c+ t and ρ2 = ab+ bc+ ac. (1.2)

Conversely, for any t ≥ 0 and 1 ≤ a ≤ b ≤ c, the mixed graphs Ka,b ∪ tK1 and ~K3(a, b, c) ∪ tK1

have H-rank 2 and they satisfy (1.1) and (1.2), respectively.

Two vertices u, v in M are twins if M is switching equivalent to a mixed graph M ′ in which

u and v have the same neighbourhood. Precisely, for each w ∈ V (M ′), we have vw ∈ E(M ′) if

and only if uw ∈ E(M ′), and wv ∈ E(M ′) if and only if wu ∈ E(M ′). By removing or adding

twins the rank of the adjacency matrix remains the same (but the spectrum changes). “Being

a twin” is an equivalence relation on V (M). Let [x] denote the equivalence class containing the

vertex x. Mohar[30] defines the twin reduction graph of M , denoted by TM , to be a graph whose

vertices are the equivalence classes and [x][y] ∈ E(TM ) if xy ∈ E(M ′).

In 2017, Wang et al.[39] determined the mixed graphs M with H-rank 3. A mixed triangle

C is called even triangle if rankH(C) = 3. Clearly, TM is an even triangle iff M is a complete

tripartite graph.

Theorem 1.6 [39,Theorem 4.6] Let M be a connected mixed graph. Then rankH(M) = 3 if

and only if its twin reduction TM is an even triangle.

In 2021, Yang et al.[41] characterized all twin reduction graphs of connected bipartite mixed

graphs with H-rank 4, 6 or 8.

Theorem 1.7 [41,Theorem 3.3] Let M [X,Y ] be a connected bipartite mixed graph with par-

tition (X,Y ). Then rankH(M [X,Y ]) = 4 if and only if the twin reduction graph is a connected

subgraph induced by any k (2 ≤ k ≤ 6) vertices of Y2 and all two vertices of X2 of M2[X2, Y2]

shown in Fig. 3.

v1 v2

u1 u2 u3 u4 u5 u6

Figure 3 M2[X2, Y2]

Theorem 1.8 [41,Theorem 3.4] Let M [X,Y ] be a connected bipartite mixed graph with par-

tition (X,Y ). Then rankH(M [X,Y ]) = 6 if and only if the twin reduction graph is a connected

subgraph induced by any k (3 ≤ k ≤ 31) vertices of Y4 and all three vertices of X4 of M [X4, Y4]

shown in Fig. 4.

For two mixed bipartite graphs M [X ′, Y ′] = (V ′, E′) and M [X ′′, Y ′′] = (V ′′, E′′), where

V ′ = X ′ ∪ Y ′, V ′′ = X ′′ ∪ Y ′′, and X ′ = X ′′, Y ′ ∩ Y ′′ = ∅, the bipartite graph M [X ′′′, Y ′′′] =

(V ′′′, E′′′) may be regarded as a vertex union graph of the two bipartite graphs of M [X ′, Y ′] and

M [X ′′, Y ′′], where V ′′′ = X ′′′ ∪ Y ′′′ and X ′′′ = X ′ = X ′′, Y ′′′ = Y ′ ∪ Y ′′, E′′′ = E′ ∪ E′′.
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Figure 4 M4[X4, Y4]

M1 M2 M3 M4 M5 M6

M7 M8 M9 M10 M11 M12

M13 M14 M15 M16 M17 M18

M19 M20 M21 M22 M23 M24

M25 M26 M27 M28 M29 M30

Figure 5 Twin reduction graphs TM[X,Y ] = Mi with rankH(Mi) = 4 for 1 ≤ i ≤ 30

Theorem 1.9 [41,Theorem 3.5] Let M [X,Y ] be a connected bipartite mixed graph with par-

tition (X,Y ). Then rankH(M [X,Y ]) = 8 if and only if the twin reduction graph is the vertex

union graph of any k (4 ≤ k ≤ 150) mixed graphs of Fig. 5 such that the vertex union graph is

connected.

The following problem arises naturally.

Problem 1.1 Identify all connected mixed graphs with H-rank 4.

A particular class of mixed graphs are oriented graphs where we have E0(M) = ∅. In other

words, an oriented graph is a mixed graph without digons. An alternative definition says that

an oriented graph G⊺ is a pair (G, σ) where G is the underlying graph and σ is the orientation

that orients every edge from one vertex to the other. In this context, we usually deal with two

matrices. The first one is the asymmetric adjacency matrix S(Gσ) = (sij) of Gσ defined by

sij = 1 if i→ j and sij = 0, otherwise[35]. Then the S-rank of Gσ is the rank of SS⊺. The vertex

multiplication defined in the previous section is extended in a natural way to the framework of

oriented graphs. Zhang et al.[46] have established a characterization of oriented graphs of S-rank

at most 2.
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Theorem 1.10 [46, Lemma 2.14] The S-rank of a connected orientated graph Gσ is 1 if and

only if Gσ is obtained from Kσ
2 by a vertex-multiplication.

Theorem 1.11 [46,Theorem 1.1] The S-rank of a connected oriented graphGσ is 2 if and only

if Gσ or (Gσ)⊺ is obtained from some of the oriented graphs of Fig. 6 by a vertex-multiplication.

P~3 3
~K P~4 P̂4

P̂5 P~5 D11 D12

D2 D3 D41 D42

Figure 6 Oriented graphs with S-rank 2

The skew adjacency matrix S(Gσ) = (sij) is a real skew symmetric matrix such that sij = 1

and sji = −1 if there is an arc from i to j and sij = sji = 0, otherwise. The S-rank or

the skew-rank is the rank of S(Gσ). Since the non-zero eigenvalues of S(Gσ) come as complex

conjugates, we have that the skew-rank of every oriented graph is even. One may observe that

if Gσ is interpreted as a mixed graph with adjacency matrix H(Gσ), then H(Gσ) = iS(Gσ), and

therefore many results concerning the rank of the corresponding matrix can be transferred from

the domain of mixed graphs. We have the following one in particular.

Theorem 1.12[19] Let G be an oriented connected graph. Then rankS(G
σ) = 2 if and

only if G is a complete multipartite graph.

The remaining results concerning the rank of the skew symmetric matrix are mostly focused

on oriented graphs with a restricted number of cycles. For the trees, Li and Yu[24] obtained the

following characterization.

Theorem 1.13[24] For an oriented tree T σ with a matching number β(T ), we have

rankS(T
σ) = rankA(T ) = 2β(T ).

For unicyclic and bicyclic oriented graphs with a comparatively small skew rank we refer

the reader to [32, 33] and [27], respectively.

We conclude this section with another open problem, in fact a particular case of Problem

1.1.

Problem 1.2 Identify all oriented graphs with S-rank 4.

1.3 A-rank of Complex Unit Gain Graphs

Let T be the group of all complex numbers z with |z| = 1. A complex unit gain graph, or

simply a T-gain graph, is a triple Φ = (Γ,T, ϕ) consisting of a graph Γ = (VΓ, EΓ), the circle

group T and a gain function ϕ : ~EΓ → T such that ϕ(vivj) = ϕ(vjvi)
−1 for any edge vivj ∈ EΓ,
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where ~E = {uv, vu | uv ∈ EΓ} is the set of oriented edges. It is well known that the concept of

T-gain graphs is an extension of simple graphs, signed graphs and mixed graphs.

The adjacency matrix A(Φ) = (aij) ∈ Cn×n of a T-gain graph Φ = (Γ,T, ϕ) with n vertices

is defined by

aij =

{

ϕ(eij), if vi is adjacent to vj ;

0, otherwise.

If vi is adjacent to vj , then aij = ϕ(eij) = ϕ(eji)
−1 = ϕ(eji) = aji.

For the T-gain graphs with at least one edge, it is easy to see that the A-rank is at least 2. Yu

et al.[45] studied the unicyclic complex unit gain graphs with rank 2. Lu et al.[26] investigated the

bicyclic complex unit gain graphs with rank 2. Xu et al.[40] entirely determined the classification

of T-gain graphs with rank 2.

For a complete bipartite graph Km,l with vertex set partitioned as X ∪ Y , let ϕ be the gain

function such that ϕ(xy) = 1 for all x ∈ X , y ∈ Y and we call Ψ = (Km,l,T, ϕ) endowed with

balanced gain. For a complete tripartite graph Kr,s,t with vertex set partitioned as X ∪ Y ∪ Z.

Let τ be the gain function such that τ(xy) = τ(xz) = 1 and τ(yz) = i for all x ∈ X, y ∈ Y, z ∈ Z.

If the gain function on Kr,s,t is taken in such a way we call Γ = (Kr,s,t,T, τ) endowed with

quasi-balanced gain.

Theorem 1.14 [40,Theorem 4.6] Let Φ = (G,T, ϕ) be a connected T-gain graph. Then

rankA(Φ) = 2 if and only if Φ is either switching equivalent to Ψ = (Km,l,T, ψ) or switching

equivalent to Γ = (Kr,s,t,T, τ), where Ψ = (Km,l,T, ψ) is a T-gain complete bipartite graph with

balanced gain and Γ = (Kr,s,t,T, τ) is a T-gain complete tripartite graph with quasi-balanced

gain.

Let Cϕ
n be a weighted cycle with vertex set {v1, v2, · · · , vk} such that vivi+1 ∈ E(Cϕ

n )

(1 ≤ i ≤ k − 1), v1vk ∈ E(Cϕ
n ). Let wi = ϕ(vivi+1) and wk = ϕ(vkv1). A T-gain even

cycle Cϕ
n is said to be of Type A if (−1)

n

2 wn = w1w2w3 · · ·wn−2wn−1; A T-gain odd cy-

cle Cϕ
n is said to be of Type C if Re((−1)

n−1

2 w1w2w3 · · ·wn−2wn−1w̄n) > 0; Cϕ
n is said to

be of Type D if Re((−1)
n−1

2 w1w2w3 · · ·wn−2wn−1w̄n) < 0; Cϕ
n is said to be of Type E if

Re((−1)
n−1

2 w1w2w3 · · ·wn−2wn−1w̄n) = 0, where Re( · ) is the real part of a complex number.

.

.

.

.

.

.

U
n−4

3
U

n−5

4

n−4 n−5

Figure 7 Two unicyclic graphs Un−4
3 and Un−5

4

In 2015, Yu et al.[45] identified the T-gain unicyclic graphs with rank 3.

Theorem 1.15 [45,Theorem 14] Let Gϕ be a T-gain unicyclic graph of order n. Then

rankA(G
ϕ) = 3 if and only if Gϕ is one of the following T-gain cycles: Cϕ

3 of Type C or

Type D.

By [45, Theorems 9–12], some unicyclic T-gain graphs with rank 4 are characterized.

Theorem 1.16 Let Gϕ be a T-gain unicyclic graph of order n. If Gϕ is Cϕ
5 of Type E,

or Cϕ
6 of Type A, or T-gain graphs with Un−4

3 (Fig. 7) as their underlying graphs in which the
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cycle Cϕ
3 is of Type E, or T-gain graphs with Un−5

4 (Fig. 7) as their underlying graphs in which

the cycle Cϕ
4 is of Type A, then rankA(G

ϕ) = 4.

In 2017, Lu et al.[26] determined the bicyclic T-gain graphs with A-rank 3 or 4.

Theorem 1.17 [26,Theorem 4.4] Let Φ = (G,ϕ) be a T-gain connected bicyclic graph of

order n(≥ 4) with A-rank 3 or 4. Then if Φ has no pendant vertices, then rankA(Φ) = 3, 4 with

the graphs being given in Table 1; if Φ has pendant vertices, then rankA(Φ) = 4, where n ≥ 5

and Φ has one of the graphs in Fig. 8 as an induced subgraph, which are given in Table 2.

G1 G2 G3 G4 G5

G6 G7 G8 G9 G10 G11

G12 G13 G14 G15 G16

G17
G18 G19 G20 G21 G22

513

2 4

1

2

3

6 5

4
1

3

2

4

5

6

7

63

2 1

2

3

4

3

2

4

5

1

2 6

3
4

5 1 2

5
6 4

3

1

2
5

3

4

1

3

2 5

4

1

3

2

4 5

6

7

1

3

2

1

2

3

4

1

2

3

4

1 1

1 1

2 2

3

3

4
4

4 4

3 3

552 2

5

1

1 4

6

Figure 8 The graphs G1–G22

If the set of gains for a T-gain graph is {±1}, then Φ can be viewed as the well known signed

graph. Lu et al.[28] studied how about the relations between the rank of an unbalanced signed

graph and the rank of its underlying graph.

We propose the following problem to end this section.

Problem 1.3 For the T-gain graphs with A-rank 3 or 4,

(i) determine all the unicyclic T-gain connected graphs with A-rank 4;

(ii) give a complete characterization of T-gain connected graphs with A-rank 3 or 4.

2 Aα-rank of Graphs

In this section we will fully determine the graphs with Aα-rank 2. In Subsection 2.1 we inves-

tigate the properties of Aα with rank 2; and in Subsection 2.2 we give a complete characterization

of graphs with rankAα
(G) = 2.

2.1 Properties of Aα with Rank 2

We use n to denote the order (i.e., the number of vertices) of a graph. Two rows x =

(x1, x2, · · · , xn) and y = (y1, y2, · · · , yn) of a matrix are equal if they are equal considered as

real vectors, i.e., if xi = yi for 1 ≤ i ≤ n. We start with the following lemma.
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Table 1 The gain conditions for each gain graph in Theorem 1.17 with rank 3 or 4

Rank Gain graph Gϕ Gain conditions of Gϕ

3 G
ϕ
5

The subgraph induced on vertices 1, 2, 4 is of Type C or D

and the subgraph induced on vertices 1, 2, 3, 4 is of Type A.

G
ϕ
1 Re(ϕ(v1v3v2v1)) + Re(ϕ(v1v5v4v1)) = 0.

G
ϕ
2

The subgraph induced on vertices 3, 4, 5, 6 is of Type A

and the subgraph induced on vertices 1, 2, 3 is of Type E.

G
ϕ
3

The subgraphs induced on vertices 1, 2, 4, 3

and vertices 4, 5, 6, 7 are of Type A.

G
ϕ
5

The subgraph induced on vertices 1, 2, 4 is of Type C, or D, or E

and the subgraph induced on vertices 1, 2, 3, 4 is of Type B.

G
ϕ
6 Re(ϕ(v1v2v5v1)) = Re(ϕ(v1v2v3v4v5v1)).

4 G
ϕ
7

The subgraph induced on vertices 1, 2, 6 is of Type E

and the subgraph induced on vertices 1, 2, 3, 4, 5, 6 is of Type A.

G
ϕ
8 ϕ(v1v2v3v4v5v6v1)− ϕ(v1v2v5v6v1) + 1 = 0.

G
ϕ
9

The subgraph induced on vertices 1, 2, 3, 4 is of Type A

and the subgraph induced on vertices 1, 2, 5, 4 is of Type B

or the subgraph induced on vertices 1, 2, 3, 4 is of Type B

and the subgraph induced on vertices 1, 2, 5, 4 is of Type A or B.

G
ϕ
10

The subgraph induced on vertices 1, 2, 6, 5 is of Type A

and the subgraph induced on vertices 1, 2, 3, 4, 5 is of Type E.

G
ϕ
11

The subgraphs induced on vertices 1, 2, 7, 6

and vertices 1, 2, 3, 4, 5, 6 are of Type A.

Table 2 The gain conditions for each gain graph in Theorem 1.17 with rankA(Φ) = 4

Gain graphs Gϕ Gain conditions of Gϕ

G
ϕ
12 The subgraph induced on vertices 1, 2, 3 is of Type E.

G
ϕ
13, G

ϕ
14, G

ϕ
19, G

ϕ
20 Any gain.

G
ϕ
15, G

ϕ
16

The subgraph induced on vertices 1, 2, 4 is of Type E

and the subgraph induced on vertices 1, 2, 3, 4 is of Type A.

G
ϕ
17, G

ϕ
18 The subgraph induced on vertices 1, 2, 3, 4 is of Type A.

G
ϕ
21, G

ϕ
22

The subgraphs induced on vertices 1, 2, 3, 4

and vertices 1, 2, 5, 4 are of Type A.

Lemma 2.1 For every graph G, any two non-equal non-zero rows in Aα(G) are linearly

independent.

Proof The statement is obvious for α = 1, since A1 is a diagonal matrix, and for α = 0,

since in the adjacency matrix every non-zero element is 1.

Let further α ∈ (0, 1). The ith diagonal entry of Aα has the form aii = αdi for 1 ≤ i ≤ n.

Assume by way of contradiction that x = (ai1, ai2, · · · , ain) and y = (aj1, aj2, · · · , ajn) are non-

equal non-zero rows in Aα that are linearly dependent. We may suppose that di ≥ dj ≥ 1. There

exists h > 0 such that y = hx.

If di ≥ 2, then at least two entries in x are 1 − α, and then at least two entries in y are

h(1 − α) 6= 0. Since ajk ∈ {0, 1 − α} for every k distinct from j, we find that h(1 − α) = α.
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Hence, h = 1, which means that x = y, a contradiction.

If di = 1, then we also have dj = 1, and then aii = αdi = α and ajj = αdj = α. From

y = hx, we get aji = haii = hα 6= 0. Since aji ∈ {0, 1−α}, we have aji = 1−α, which together

with the previous equality leads to hα = 1 − α. We also have α = ajj = haij = haji = 1 − α,

which together with the previous equality gives h = 1, i.e., x = y, a contradiction. 2

In what follows we give a closer characterization of Aα having rank 2. It is convenient to

label the vertices of G in such a way that the rows of Aα are indexed in non-increasing order by

their sums. This, in particular, means that we have d1 ≥ d2 ≥ · · · ≥ dn.

Evidently, if rank(Aα) = 2, then Aα has at least two distinct non-zero rows. Without loss

of generality, let x = (a1,1, a1,2, · · · , a1,n) be the first row of Aα, and y = (ar1,1, ar1,2, · · · , ar1,n)
with r1 ≥ 2, be the first row which is non-equal to x. By Lemma 2.1, x and y are linearly

independent. Let z = (ar2,1, ar2,2, · · · , ar2,n) be the first row such that z /∈ {x,y}. Accordingly,

Aα has the following form:

Aα =







































a1,1 a1,2 · · · a1,n
...

...
. . .

...
ar1−1,1 ar1−1,2 · · · ar1−1,n

ar1,1 ar1,2 · · · ar1,n
...

...
. . .

...
ar2−1,1 ar2−1,2 · · · ar2−1,n

ar2,1 ar2,2 · · · ar2,n
...

...
. . .

...
ar3−1,1 ar3−1,2 · · · ar3−1,n

∗







































=







































x
...
x
y
...
y
z
...
z
∗







































, (2.1)

where the first (r1− 1) rows coincide with x, the rows from r1th to (r2− 1)th are y and the rows

from r2th to (r3 − 1)th are z (with r3 − 1 ≤ n). Let F11, F22, F33 be







a1,1 · · · a1,r1−1

...
. . .

...
ar1,1 · · · ar1−1,r1−1






,







ar1,r1 · · · ar1,r2−1

...
. . .

...
ar2−1,r1 · · · ar2−1,r2−1






,







ar2,r2 · · · ar2,r3−1

...
. . .

...
ar3−1,r2 · · · ar3−1,r3−1






,

respectively, denoting the diagonal blocks of Aα. Then Aα can be rewritten as







































x
...
x
y
...
y
z
...
z
∗







































=







































a1,1 · · · a1,r1−1 a1,r1 · · · a1,r2−1 a1,r2 · · · a1,r3−1

...
. . .

...
...

. . .
...

...
. . .

...
ar1−1,1 · · · ar1−1,r1−1 ar1−1,r1 · · · ar1−1,r2−1 ar1−1,r2 · · · ar1−1,r3−1

ar1,1 · · · ar1,r1−1 ar1,r1 · · · ar1,r2−1 ar1,r2 · · · ar1,r3−1

...
. . .

...
...

. . .
...

...
. . .

...
ar2−1,1 · · · ar2−1,r1−1 ar2−1,r1 · · · ar2−1,r2−1 ar2−1,r2 · · · ar2−1,r3−1

ar2,1 · · · ar2,r1−1 ar2,r1 · · · ar2,r2−1 ar2,r2 · · · ar2,r3−1

...
. . .

...
...

. . .
...

...
. . .

...
ar3−1,1 · · · ar3−1,r1−1 ar3−1,r1 · · · ar3−1,r2−1 ar3−1,r2 · · · ar3−1,r3−1

∗

∗ ∗
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=









F11 F12 F13

F21 F22 F23

F31 F32 F33

B

B⊺ D









. (2.2)

In what follows we compute the blocks Fi,j for 1 ≤ i, j ≤ 3.

If r1 − 1 = 1, then F11 = a1,1. For otherwise, we have a1,1 = a2,1 = · · · = ar1−1,1. Since

a2,1 = a3,1 = · · · = ar1−1,1 ∈ {0, 1− α} and a1,1 6= 0, we find that a1,1 = a2,1 = · · · = ar1−1,1 =

1− α. By the symmetry of Aα, we also have a1,2 = a1,3 = · · · = a1,r1−1 = 1− α. Since the first

r1 − 1 rows coincide with x, we conclude that, for r1 − 1 ≥ 2,

F11 = (1 − α)J(r1−1)×(r1−1). (2.3)

In a very similar way, we get

F22 = (1− α)J(r2−1)×(r2−1) (2.4)

for r2 − 1 ≥ 2.

Consider now F12 and F21. If ar1,1 = a1,r1 = 1 − α, then ar1,1 = ar1+1,1 = · · · = ar2−1,1 =

1 − α by (2.1). Thus a1,r1 = a1,r1+1 = · · · = a1,r2−1 = 1 − α by the symmetry of Aα. Using

again the assumption that the first r1− 1 rows coincide with x, we obtain ai,r1 = ai,r1+1 = · · · =
ai,r2−1 = 1− α, where 1 ≤ i ≤ r1 − 1, i.e., F12 = (1 − α)J(r1−1)×(r2−r1). If ar1,1 = a1,r1 = 0, in

the same way we find F12 = O(r1−1)×(r2−r1). Therefore,

F12 = a1,r1J(r1−1)×(r2−r1). (2.5)

By the symmetry, we get F21 = ar1,1J(r2−r1)×(r1−1).

If z 6= 0, then F33 6= O by the identity (2.2). Following the computation for F11, we arrive

at

F33 = (1− α)J(r3−1)×(r3−1) (2.6)

for r3 − 1 ≥ 2. As before, we obtain

F13 = a1,r2J, F23 = ar1,r2J, F31 = ar2,1J, F32 = ar2,r1J. (2.7)

Now, we are ready to prove the following propositions. In the proofs we continue to use the

previous notation.

Proposition 2.1 Suppose that rank(Aα) = 2. If a1,1, ar1,r1 , ar2,r2 are distinct from 0,

then at most one of a1,r1 , a1,r2 , ar1,r2 is 0.

Proof Since ar2,r2 = αdr2 6= 0, we have z = (ar2,1, ar2,2, · · · , ar2,n) 6= 0. Since rank(Aα) =

2, we have that each of the rows x, y or z is a linear combination of the remaining two. Together

with (2.2) and the assumption of this proposition, this leads to the conclusion that none of

(ar1,1, ar2,1), (a1,r1 , ar2,r1) and (a1,r2 , ar1,r2) is (0, 0). Since Aα is symmetric, we also have ar1,1 =

a1,r1 , ar2,1 = a1,r2 and ar1,r2 = ar2,r1 , which leads to the conclusion that at most one of a1,r1 ,

a1,r2 , ar1,r2 is 0. 2

Proposition 2.2 If rank(Aα) = 2, then Aα has at most three distinct non-zero rows.
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Proof With the previous notation, assume that there exists a row

t = (ar3,1, ar3,2, · · · , ar3,n) = p1x+ q1y = p2x+ q2z = p3y + q3z, (2.8)

where t /∈ {x,y, z,0}. Thus, for ar3,r3 we have

ar3,r3 = p1a1,r3 + q1ar1,r3 = p2a1,r3 + q2ar2,r3 = p3ar1,r3 + q3ar2,r3 . (2.9)

From t 6= 0, we get ar3,r3 = αdr3 6= 0. From ar3,1 = a1,r3 , ar1,r3 = ar3,r1 and ar2,r3 = ar3,r2 ,

we get that at most one of ar3,1, ar3,r1 , ar3,r2 is 0, by (2.9); for otherwise, we would have the

impossible scenario ar3,r3 = 0.

Now, we distinguish two cases depending on a1,r1 , a1,r2 , ar1,r2 .

Case 1: a1,r1 = a1,r2 = ar1,r2 = 1− α.

Suppose first that exactly one of ar3,1, ar3,r1 , ar3,r2 is 0, say (ar3,1, ar3,r1 , ar3,r2) = (1−α, 1−
α, 0). From

1− α = ar3,1 = p2a1,1 + q2ar2,1 = p2a1,1 + q2(1− α)

and

1− α = ar3,r1 = p2a1,r1 + q2ar2,r1 = p2(1− α) + q2(1− α)

we obtain a1,1 = 1− α. On the other hand,

0 = ar3,r2 = p1a1,r2 + q1ar1,r2 = p1(1 − α) + q1(1− α)

and

1− α = ar3,1 = p1a1,1 + q1ar1,1 = p1(1− α) + q1(1 − α)

lead to the contradiction 0 = 1 − α. In the same way we eliminate the two more possibilities:

(ar3,1, ar3,r1 , ar3,r2) ∈ {(0, 1− α, 1− α), (1 − α, 0, 1− α)}.
Suppose now that (ar3,1, ar3,r1 , ar3,r2) = (1 − α, 1− α, 1− α). From

1− α = ar3,1 = p2a1,1 + q2ar2,1 = p2a1,1 + q2(1− α)

and

1− α = ar3,r1 = p2a1,r1 + q2ar2,r1 = p2(1− α) + q2(1− α)

we obtain αd1 = a1,1 = 1 − α. Analogously, αdr1 = 1− α and αdr2 = 1− α. Thus, d1 = dr1 =

dr2 = 1
α − 1. Inserting this into the identity (2.2) and taking into account (2.3)–(2.8), we obtain

Aα =

[

(1− α)J 1

α
× 1

α

O

O O

]

,

but this yields x = y = z = t, a contradiction.

Case 2: Exactly one of a1,r1 , a1,r2 , ar1,r2 is 0.

Without loss of generality, we can take that a1,r1 = a1,r2 = 1−α and ar1,r2 = 0. We already

know that at most one of ar3,1, ar3,r1 , ar3,r2 is 0. In what follows we consider the possibilities

that arise from this.
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Suppose first that (ar3,1, ar3,r1 , ar3,r2) = (1− α, 1− α, 0). Here we have

0 = ar3,r2 = p1a1,r2 + q1ar1,r2 = p1(1− α) + q10.

Since 1 − α 6= 0, there must be p1 = 0, and then we have t = q1y (by (2.9)). Since t 6= 0, we

have q1 6= 0, which implies t = y as, by Lemma 2.1, linearly dependent non-zero rows must be

equal. The latter contradicts the initial assumption that t 6= y.

Suppose now that (ar3,1, ar3,r1 , ar3,r2) = (1 − α, 0, 1− α). As before, we get

0 = ar3,r1 = p2a1,r1 + q2ar2,r1 = p2(1− α) + q20.

Since 1− α 6= 0, there must be p2 = 0, which gives t = q2z. The inequality t 6= 0 yields q2 6= 0,

which implies t = z, which is a contradiction as before.

Finally, we suppose that (ar3,1, ar3,r1 , ar3,r2) = (ar3,1, 1−α, 1− α), where ar3,1 ∈ {1− α, 0}
and compute

1− α = ar3,r2 = p1a1,r2 + q1ar1,r2 = p1(1− α)

and

1− α = ar3,r1 = p1a1,r1 + q1ar1,r1 = p1(1− α) + q1ar1,r1 .

It follows that q1ar1,r1 = 0. Since ar1,r1 = αdr1 6= 0, we get q1 = 0, which gives t = p1x. From

t 6= 0, we get p1 6= 0, which implies t = x, a contradiction. 2

Proposition 2.3 For a graph G, if rank(A(G)) 6= 2 and rank(Aα(G)) = 2, then 2 ≤ 1
α ∈

{d1 + 1, dr1 + 1, dr2 + 1}, with above notation for vertex degrees.

Proof We continue to use the notation introduced at the beginning of this section and

distinguish the following two cases depending on the occurrences of x,y and z in Aα.

Case 1: Each of x, y and z occurs at most one time in Aα. (We will see that this case is

rejected by the assumptions of the statement.)

First, the case in which x occurs one time and the remaining rows are 0 is impossible since

x 6= 0 and Aα is symmetric.

Next, if x occurs exactly one time, y occurs exactly one time and the remaining rows are

0, then G ∼= K2 ∪ (n− 2)K1 by the identity (2.2). This yields rank(A(G)) = 2, a contradiction.

Finally, let x,y and z occur one time each. From (2.1), we have

Aα =









a1,1 a1,2 a1,3
a2,1 a2,2 a2,3 O
a3,1 a3,2 a3,3

O O









=









x
y
z
0









.

We know from Proposition 2.2 that at most one of a1,2, a1,3, a2,3 is 0. Suppose first that

none of them is 0, i.e., a1,2 = a1,3 = a2,3 = 1 − α. Since x, y and z are linearly dependent, we

have

det





a1,1 a1,2 a1,3
a2,1 a2,2 a2,3
a3,1 a3,2 a3,3



 = det





2α 1− α 1− α
1− α 2α 1− α
1− α 1− α 2α



 = (3α− 1)2 = 0.

Hence, α = 1
3 , but this leads to rank(Aα) = 1.
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Suppose now that exactly one of the mentioned entries is 0. We are allowed to say that

a1,2 = a1,3 = 1− α and a2,3 = 0. Thus G ∼= K1,2 ∪ (n− 3)K1 and

A =









0 1 1
1 0 0 O
1 0 0

O O









,

but this leads to rank(A) = 2, a contradiction.

Case 2: At least one of x, y and z occurs at least two times in Aα.

If x occurs at least two times, then we have a2,1 = a1,1 = αd1. From αd1 6= 0 and

a2,1 ∈ {0, 1−α}, we obtain αd1 = 1−α, which gives 1
α = d1+1. We have 2 ≤ 1

α because d1 ≥ 1.

If x occurs one time and y occurs at least two times, then ar1,r1 = ar1+1,r1 = αdr1 . As

before, from αdr1 6= 0 and ar1+1,r1 ∈ {0, 1− α}, we obtain 1
α = dr1 + 1.

Finally, if x and y occur one time each and z occurs at least two times, in a very similar

way we arrive at αdr3 + 1 = 1− α.

This completes the proof. 2

2.2 Main Result

Our main result reads as follows.

Theorem 2.1 Let G be a simple graph with adjacency matrix A(G), diagonal matrix

of vertex degrees D(G) and Aα(G) = αD(G) + (1 − α)A(G), with α ∈ [0, 1]. The following

statements hold true.

(a) rank(A0) = 2 if and only if G ∼= Kn1,n2
∪ (n− n1 − n2)K1.

(b) rank(A1) = 2 if and only if G ∼= K2 ∪ (n− 2)K1.

(c) For α ∈ (0, 1), if rank(A(G)) = 2, then rank(Aα) = 2 if and only if G is isomorphic to

one of the following graphs:

(i) K1,2 ∪ (n− 3)K1, along with α = 1
2 or

(ii) K2 ∪ (n− 2)K1, along with α ∈ (0, 12 ) ∪ (12 , 1).

(d) For α ∈ (0, 1), if rank(A(G)) 6= 2, then rank(Aα) = 2 if and only if G ∼= (K1∨ 2K 1

α
−1)∪

(n− 2
α + 1)K1 or G ∼= (2K 1

α

) ∪ (n− 2
α )K1, where for both graphs 2 ≤ 1

α ∈ N.

Proof The matrix A0 coincides with the adjacency matrix A and the item (a) is proved

by Constantine[5]. For (b), since A1 = D we have that rank(A1) = 2 holds if and only if G has

exactly two vertices whose degrees are distinct from 0. Obviously, G ∼= K2 ∪ (n− 2)K1, and we

are done.

(c) Here we set α ∈ (0, 1) and rank(A) = 2. It is evident that K1,2 ∪ (n − 3)K1 and

K2 ∪ (n− 2)K1 satisfy the assumption on the rank of A. In addition, by direct computation we

find rank(A1/2(K1,2∪(n−3)K1)) = 2 and rank(Aα(K2∪(n−2)K1)) = 2, for any α ∈ (0, 12 )∪(12 , 1).
Thus, one implication follows. The opposite one is more complicated.

Under the fixed assumptions on α and the rank of A, suppose that G is a graph with

rank(Aα) = 2. Item (a) of this theorem gives all graphs whose adjacency matrix has rank 2, and

therefore G has the form Kn1,n2
∪(n−n1−n2)K1. It remains to determine the parameters n1, n2

for which rank(Aα) = 2 holds true. Without loss of generality, we may assume that n1 ≤ n2.
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Case c.1: n1 = 1.

For n2 = 1, we have G ∼= K2 ∪ (n− 2)K1. We compute rank(Aα) = 2 if α ∈ (0, 12 ) ∪ (12 , 1).

For α = 1
2 , we obtain

Aα =

[

1
2J2×2 O
O O

]

along with rank(Aα) = 1.

For n2 = 2, we have G ∼= K1,2 ∪ (n− 3)K1, with

Aα =









2α 1− α 1− α
1− α α 0 O
1− α 0 α

O O









.

From rank(Aα) = 2, we have

det





2α 1− α 1− α
1− α α 0
1− α 0 α



 = 2α(2α− 1) = 0.

Hence, α = 1
2 .

For n2 ≥ 3, we have

Aα =













3α 1− α 1− α 1− α
1− α α 0 0
1− α 0 α 0
1− α 0 0 α

∗

∗ ∗













,

where α ∈ (0, 1). It is obvious that rank(Aα) ≥ 3 holds for every α ∈ (0, 1), i.e., there are no

solutions for n2 ≥ 3.

Case c.2: n1 = 2. (We will see that this and the next case do not produce any solution.)

For n2 = 2, we have

Aα =













2α 0 1− α 1− α
0 2α 1− α 1− α

1− α 1− α 2α 0
1− α 1− α 0 2α

O

O O













=













β1
β2
β3
β4
O













,

where βi (1 ≤ i ≤ 4) is the corresponding row of Aα. Taking into account that rank(Aα) = 2,

we have β3 = uβ1 + vβ2. Thus (u + v)(1− α) = 2α and (u + v)(1 − α) = 0, which is impossible

under the assumption that α ∈ (0, 1).

For n2 ≥ 3, we have

Aα =

















αd1 0
0 αd2

1− α 1− α 1− α
1− α 1− α 1− α

∗
1− α 1− α
1− α 1− α
1− α 1− α

αd3 0 0
0 αd4 0
0 0 αd5

O

∗ O ∗

















,
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where d1 = d2 = n2, d3 = d4 = d5 = 2. Taking into account that α 6= 0, we arrive at

rank(Aα) ≥ 3.

Case c.3: n1 ≥ 3.

Here we have

Aα =









αd1 0 0
0 αd2 0 ∗
0 0 αd3

∗ ∗









,

where d1 = d2 = d3 = n2 ≥ 3 and, as before, α 6= 0. This forces rank(Aα) ≥ 3. This ends the

proof of item (c).

(d) Here we set α ∈ (0, 1) and rank(A) 6= 2. It is easy to see that all graphs of the form

(K1 ∨ 2K 1

α
−1) ∪ (n− 2

α + 1)K1 or (2K 1

α

) ∪ (n− 2
α )K1, with 2 ≤ 1

α ∈ N, satisfy the assumption

on the rank of A and have matrix Aα of rank 2.

Conversely, suppose that G is a graph with rank(Aα) = 2. Due to the identity (2.1) and

Proposition 2.3, Aα has the form

Aα =







































a1,1 a1,2 · · · a1,n
...

...
. . .

...
ar1−1,1 ar1−1,2 · · · ar1−1,n

ar1,1 ar1,2 · · · ar1,n
...

...
. . .

...
ar2−1,1 ar2−1,2 · · · ar2−1,n

ar2,1 ar2,2 · · · ar2,n
...

...
. . .

...
ar3−1,1 ar3−1,2 · · · ar3−1,n

O







































=







































x
...
x
y
...
y
z
...
z
O







































=









F11 F12 F13

F21 F22 F23 O
F31 F32 F33

O O









, (2.10)

and contains either two or three non-equal non-zero rows. We consider these possibilities sepa-

rately.

Case d.1: Aα has three distinct non-zero rows.

Then F33 6= 0 by (2.10).

If a1,r1 = a1,r2 = ar1,r2 = 1 − α then F ⊺

21 = F12 = (1 − α)Jr1−1×r2−r1 , F
⊺

31 = F13 =

(1 − α)Jr1−1×r3−r2 and F ⊺

32 = F23 = (1 − α)Jr2−r1×r3−r2 by (2.5) and (2.7). Thus, G is a

complete graph with additional isolated vertices. Let d be the degree of every non-isolated

vertex of G. We compute

det





F11 F12 F13

F21 F22 F23

F31 F32 F33



 =
(

αd + d(1− α)
)(

αd− (1− α)
)d
.

If αd = 1 − α, then rank(Aα) = 1. If αd 6= 1 − α, then the previous determinant is not

equal to 0, thereby rank(Aα) ≥ 3. Consequently, at least one of a1,r1 , a1,r2 and ar1,r2 is 0. If so

then, by Proposition 2.2, some of a1,r1 , a1,r2 and ar1,r2 is 0. Accordingly, since the rows in Aα
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are ordered non-increasingly by their sums, we have

Aα =









F11 (1− α)J (1− α)J
(1− α)J F22 O O
(1− α)J O F33

O O









.

Suppose that x occurs a times, y occurs b times and z occurs c times (with a, b, c ≥ 1). Taking

into account the identities (2.3)–(2.4) and (2.6), we obtain











d1 = a+ b+ c− 1,

dr1 = a+ b − 1,

dr2 = a+ c− 1.

(2.11)

Since d1 > dr1 ≥ dr2 > 0, we have b ≥ c. We proceed with two subcases depending on c.

Subcase d.1.1: c = 1. (This subcase will not produce any solution.)

If (a, b, c) = (1, 1, 1), then (d1, dr1 , dr2) = (2, 1, 1) by (2.11). This leads to G ∼= K1,2 ∪ (n −
3)K1, along with rank(A) = 2, a contradiction.

If (a, b, c) = (a, 1, 1), with a ≥ 2, then dr1 = dr2 = a and d1 = a + 1 by (2.11). The first

a rows of Aα coincide with x, which yields αd1 = a1,1 = a2,1 = · · · = aa,1. Since a2,1 = · · · =
aa,1 ∈ {0, 1 − α}, we have a1,1 = 1 − α, while since a1,1 = αd1 = α(a + 1), we have a = 1

α − 2.

Thus there exists a submatrix H such that

det(H) = det





a1,1 a1,r1 a1,r2
ar1,1 ar1,r1 ar1,r2
ar2,1 ar2,r1 ar2,r2



 = det





1− α 1− α 1− α
1− α 1− 2α 0
1− α 0 1− 2α



 = −(2α− 1)(α− 1).

Since rank(Aα) = 2, there must be det(H) = 0, which implies α = 1
2 , but this leads to a = 0, a

contradiction.

If (a, b, c) = (1, b, 1), with b ≥ 2, then d1 = b + 1, dr1 = b, dr2 = 1 by (2.11). Thus the rows

starting from the r1th and ending with the (r1+ b− 1)th coincide with y, and so αdr1 = ar1,r1 =

ar1+1,r1 = · · · = ar1+b−1,r1 . As before, since ar1+1,r1 = · · · = ar1+b−1,r1 ∈ {0, 1 − α}, we have

ar1,r1 = 1 − α, while since ar1,r1 = αdr1 = αb, we also have b = 1
α − 1. Thus there exists a

submatrix denoted again by H such that

det(H) = det





a1,1 a1,r1 a1,r2
ar1,1 ar1,r1 ar1,r2
ar2,1 ar2,r1 ar2,r2



 = det





1 1− α 1− α
1− α 1− α 0
1− α 0 α



 = −(2α− 1)(α− 1).

Again, there must be det(H) = 0, i.e., α = 1
2 , but this implies b = 1, a contradiction.

If (a, b, c) = (a, b, 1), with a ≥ 2, b ≥ 2, then the first a rows coincide with x and they are

followed by b rows that coincide with y. Thus αd1 = a1,1 = a2,1 ∈ {0, 1−α} and αdr1 = ar1,r1 =

ar1+1,r1 ∈ {0, 1−α}. Since a1,1 6= 0 and ar1,r1 6= 0, we have d1 = dr1 = 1
α − 1, which contradicts

the inequality d1 > dr1 established below the equalities (2.11).

Subcase d.1.2: c ≥ 2.
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If a ≥ 2, then αd1 = αdr1 = αdr2 = 1−α, i.e., d1 = dr1 = 1
α − 1 which contradicts d1 > dr1 .

Thus, a = 1, i.e.,

Aα =









2(1− α) (1− α)J1×k (1− α)J1×k

(1 − α)Jk×1 (1− α)Js×k O
(1 − α)Jk×1 O (1− α)Js×k

O

O O









,

where k = 1
α − 1. Thus G ∼= (K1 ∨ 2K 1

α
−1) ∪ (n− 2

α + 1)K1, with 2 ≤ 1
α ∈ N.

Case d.2: Aα has only two distinct non-zero rows.

From (2.10), we have

Aα =





F11 F12

F21 F22
O

O O



 . (2.12)

If x and y occur one time each, then G ∼= K2 ∪ (n− 2)K1, which leads to rank(A) = 2.

If one of x,y occurs one time and the other occurs at least two times, and also F12 = O and

F21 = O, then Aα contains a row with exactly one non-zero entry which is impossible under the

assumption that α ∈ (0, 1).

If one of x,y occurs one time and the other occurs at least two times along with F12 =

(1 − α)J and F21 = (1 − α)J , by taking into account (2.3)–(2.4) and (2.12) we find that G is a

complete graph with additional isolated vertices. If the vertex degree in the non-trivial component

of G is 1
α − 1, then rank(Aα) = 1. For any other vertex degree we compute rank(Aα) ≥ 3.

If both x,y occur at least two times each, and also F12 = O, F21 = O, then

Aα =





(1− α)J O
O (1− α)J

O

O O



 ,

where J = J 1

α
× 1

α

. This leads to G ∼= (2K 1

α

) ∪ (n− 2
α )K1, with 2 ≤ 1

α ∈ N.

Finally, if, under the latter assumption on x,y, we have F12 = (1−α)J and F21 = (1−α)J

then x = y, which is impossible.

The proof is complete. 2

The following result follows from α = 1
2 in Theorem 2.1.

Theorem 2.2 Let G be a graph with order n. Then rankQ(G) = 2 iff

G ∈ {K1,2 ∪ (n− 3)K1, (K1 ∨ 2K1) ∪ (n− 3)K1, 2K2 ∪ (n− 4)K1}.

3 Conclusion

In this paper, we systematically summarize various graphs with small ranks, including mixed

graphs, oriented graphs, complex unit gain graphs and sign graphs. Moreover, we determine

all graphs with Aα-rank 2, which generalizes the graphs with A-rank 2. As a corollary, we

characterize the graphs with Q-rank 2. Naturally, it seems to be an interesting problem that

identifying the graphs with Aα-ranks 3, 4 and 5.
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